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Let II be a collection of subsets of a compact set S in a normed linear space
and K be all continuous functions f on S whose level sets, {s: f(s),;;; Of}, are in II for
all Of. Then K is a cone which is not necessarily convex. The problem under consid­
eration is to find a best uniform approximation to a continuous function on S
from K. In this article, under certain conditions on II, extremal best approximations
are identified, a best approximation and its uniqueness are characterized, and
Lipschitzian selections are determined. The results are illustrated by approximation
problems. Analysis is also presented for the special case when K is a convex cone.
Applications are given to normed vector lattices and the isotone approximation
problem on order-intervals. © 1992 Academic Press. Inc.

1. INTRODUCTION

Often in analysis, sets of the form {s: f(s) ::;; r:t. }, called the level sets of the
real function f, where r:t. is real, are used to define function classes. For
example, a function is measurable if its level set is a member of a sigma­
field for each r:t.. Similarly, a function is called isotone if its level sets are
members of a sigma-lattice [10, 11]. A quasi-convex function is a function
whose level sets are convex [2, 13, 14]. A function is non-decreasing on
[a, b] if and only if its level sets are of the form [a, c) or [a, c], where
a::;; c ::;; b. Given a collection II of subsets of a compact set in a normed
linear space, let K (resp. K') be all the continuous (resp. bounded) real
functions whose level sets are in II. In general K (K') is a non-convex (Le.,
not necessarily convex) cone. Under certain natural conditions on II, we
consider the problem of best uniform approximation of a continuous
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function by functions in K (K'). We identify extremal best approximations,
characterize a best approximation and its uniqueness, and determine
Lipschitzian selections. As a tool for analysis, we develop "shape preserv­
ing" transformation on sets. We illustrate the results by examples from
approximation theory. We also consider the special case when K is a
convex cone and give applications, among others, to normed vector lattices
and an approximation problem on order-intervals.

We now define the problem in mathematical terms and introduce some
notation and terminology. Let X be a normed linear space with the norm
1·1 and S be a non-empty compact subset of X. Let II be a collection of
subsets of S such that ¢J, S E II. Let C = C(S) (resp. B = B(S)) denote
the space of continuous (resp. bounded) functions I on S with uniform
norm 11/11=sup{l/(s)l:sES}. For convenience we denote the set
{sES:/(s):(ct} by {f:(ct}. Similar notation will be used for other sets.
Let K (resp. K') be all I in C (resp. B) such that {f:( ct} E II for all real
ct. We call a set M of functions on S a cone if AI EM whenever IE M and
A~ O. It is easy to see that a cone M is convex if and only if I + hEM
whenever f, hEM. Clearly, the set K (K') defined above is a non-convex
cone. Let A(f) (resp. A'(f)) denote the infimum of III -kll for k in K (resp.
K'). Given I in C, the problem is to find an I' from K (resp. K') so that
III - I'll equals A(f) (resp. A'(f)). Such an I' is called a best approxima­
tion to I from K (resp. K'). Again,j' is called an extremal or, more specifi­
cally, the maximal (resp. minimal) best approximation if f' ~ g (resp.
f':( g) for all best approximations g. For our problem it will be seen later
that A(f) = A'(f) when I is in C. A selection operator T which maps I in
C to one of its best approximations I' in K is called a Lipschitzian selection
operator (LSO) if IIT(/)- T(h)11 :(c(T) III -hll, for allf, h in C for some
least number c(T). An LSO T is an optimal LSO (OLSO) if c(T):( c(T')
for all LSO T' [22]. Given a set M of functions on S, define

J(s) = J M(S) = sup{ k(s) : k EM, k :(/}, s ES,

!(s)=!M(s)=inf{k(s):kEM,k~/}, SES.

IfJ (resp. [) is in M, it is called the greatest M-minorant (resp. the smallest
M-majorant) of f

We outline briefly the contents and results of this paper. The version of
the above problem for bounded functions was introduced in Section 4 of
[22]. In this article, first, we develop the treatment and results for con­
tinuous functions defined on a normed linear space. Second, under certain
conditions on II, we decompose the non-convex cone K into convex cones
Kx so that K = U {Kx : XES} and obtain stronger results regarding the
extremal best approximations, characterization of a best approximation
and its uniqueness. Third, as a tool for analysis, we develop and apply
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nonlinear transformations on sets which essentially preserve the shape and
properties of sets. In Section 2, we give algebraic and topological condi­
tions on I1. The latter set of conditions is defined in terms of the Hausdorff
metric. The set transformations are developed in Section 3. They map each
of the collections of convex, star-shaped, circled, rectangular, or absolutely
convex subsets of X into the same collection. In Section 7, we show that these
transformations also map the set of all upper (resp. lower) subsets of an
order-interval in a normed vector lattice into the same set. In Sections 4 and
5 we approximate an f in C by functions from a nonconvex cone K, and
identify extremal best approximations as the shifts of the K-minorants and
majorants defined earlier and isolate an LSO. The method for decomposing
K is given in Section 5. A similar concept was used earlier in [18, 19] on a
real interval or discrete sets for analysis of approximation problems obtaining
linear time algorithms. In Section 6, we consider the special case when K
is a convex cone. In each section, we present applications with examples
from approximation theory. Section 7 is devoted to the analysis of normed
vector lattices and the isotone approximation problem. The results for
approximating an f in C by K' are similar and arise naturally during
analysis of the problem. For surveys or recent work on continuous and
Lipschitz continuous selections see [3-5, 22, 26]. Some related
Lp-approximation problems are considered. in [21].

2. CONDITIONS ON II AND HAUSDORFF METRIC

In this section, we first present some definitions and notation and then
introduce conditions on I1.

Let D(s, r) and D(s, r) denote, respectively, the open and closed balls in
X with center s and radius r. For A c X, let cl(A) denote the closure of A.
If PeS c X, let int(P) denote the interior of P when regarded as a subset
of S with its relative topology. That is, s E int(P) if and only if there exists
some r > 0 such that D(s, r) n S c P.

For A c S, define the distance function d(s, A) by

d(s,A)=inf{ls-tl:tEA}, SEX

(d(s, r/J) = 00). For A#- r/J, we note the following. Since S is compact, there
exists t in cl(A) such that d(s, A) = Is - tl. It can be easily shown that dis
Lipschitzian, i.e., for all s, t in X,

Id(s, A) -d(t, A)I ~ Is- tl.

The Hausdorff distance (J on non-empty subsets of X is defined by

(J(E, F) = max {sup{ d(s, E): s E F}, sup{ d(s, F): sEE} },

640/68/1-7

(2.1 )
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where E c X and Fe X are non-empty [1, 9]. Recall that ,p, SEn. Let

IIs={PEII:sEP}u{,p}, SES,

II' = {S\P:PEII},

II ~ = {P' ElI' : S E P'} u { ,p }, S ES.

Then II=U {IIs:sES} and II'=U {II~:sES}.

We now state conditions on n. Not all conditions will be imposed on II
at the same time. The following are algebraic conditions.

Cl. II is closed under arbitrary intersections.

C2'. II is closed under countable unions of increasing sequences of sets.

C2. If a collection of sets in II has non-empty intersection, then the
union of these sets is in n.

C3. n is closed under arbitrary unions.

Note that C3 implies C2 which in turn implies C2'. For illustrations of
II satisfying the above conditions, consider the following simple examples:
Cl and C2' are satisfied by convex subsets of convex S, Cl and C2 by
sub-intervals of a real interval [a, b], Cl and C3 by sub-intervals of the
form [a, c), [a, c] of [a, b] where a ~ c~ b. Other examples are given
later. The following are the topological conditions on n.

Dl. Given 8> 0 there exists c5 > 0 satisfying the following: For all
s, t ES with Is - tl < c5 and for all P' EII~ with int(S\P') -:f.,p, there exists
Q' E II; with P' c Q' such that (J(P', Q') < 8 or, equivalently,

inf {(J(P', Q'): P' c Q' E II;} < 8.
Q'

(2.2)

D2. Given 8> 0 there exists c5 > 0 satisfying the following: For all
s, t ES with Is - tl < c5 and for all P E II" there exists QE lIt with pc Q
such that (J(P, Q) < 8 or, equivalently,

inf {(J(P, Q): Pc Q E lIt} < 8.
Q

(2.3 )

LEMMA 2.1. (a) If C 1 holds, then D 1 is equivalent to the condition
obtained by replacing (2.2) by infQ,{(J(P', Q'): Q'EII;} <8.

(b) If C3 holds, then D2 is equivalent to the condition obtained by
replacing (2.3) by infQ{(J(P, Q): QEIIt } <8.
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Proof We establish (a); proof for (b) is similar. Clearly D I implies the
new condition. Now suppose that the new condition holds. Then we assert
that

inf {a(P', Q'): P' c Q' E ll;} ~inf {a(P', P' u Q'): Q' Ell;}
Q' Q'

~ inf {a(P', Q'): Q' E ll;}.
Q'

Note that CI implies that fl' is closed under unions. Hence P' u Q' E fl;
for all Q' in ll; and the first inequality follows. The second follows because
a(P', P' u Q') ~ a(P', Q') as may be easily verified. These inequalities
establish the required result. The proof is complete.

PROPOSITION 2.1. (a) Assume Cl and C3 hold. Then Dl implies
int(P) E fl whenever P E I1.

(b) Assume C I and C2 hold. Then D 2 implies cl(P) E II whenever
PEn.

Proof We first show (b). For each n let bn> 0 be the value of b in D2
when e = lin. Let PEn. If t E cl(P), then there exists s E P with Is - tl < bn­
Then PElls ' By D2, we conclude that there exists Qn,tEllt with PcQn.t
such that a(P, Qn,t) < lin. Define Qn =U {Qn,t: tEcl(P)}. Then C2 implies
Qn E n. It is easy to verify that a(P, Qn) ~ lin. Also, cl(P) c Qn for all n
since t E Qn,t. Let Q = nn Qn- Then Q E II by Cl and cl(P) c Q. Also
a(P, Q) ~ a(P, Qn) for all n. Hence a(P, Q) = O. We conclude that cl(P) =
QE II and (b) is established. To show (a), let P Ell and int(P) # tP. Clearly
Cl and C3 also hold for ll'. Then (b) applied to P' and ll' shows that
cl(P') Ell'. Hence, int(P) = S\cl(P') E I1. The proof is complete.

3. TRANSFORMAnONS ON SETS

In this section we introduce transformation on subsets of X which essen­
tially preserve the "shape" and properties of sets. These transformations are
a tool used in analysis. The transformed sets are used to define certain con­
ditions on fl later. These conditions are shown to apply to our examples
in subsequent sections. Although we assume throughout this section that
SeX is compact, it will be seen that some results are true under weaker
conditions such as closedness or even under no additional conditions.

A subset P of X is called star-shaped relative to x in P if x + 2(P - x) c P
for O~2~1 [23]. Similarly, P is called convex if 2P+(1-2)PcP for
o~ 2 ~ 1. Clearly, P is convex if and only if P is star-shaped relative to
every x in P. Again, P is called balanced or circled relative to x in P if
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x+A(P-x)cP for IAI ~ 1 [8,15]. Note that P is balanced relative to x
if and only if P is star-shaped relative to x and 2x - PcP. If P is convex
and balanced relative to x, it is called absolutely convex relative to x [15].

Recall that the distance function d(s, A) was defined in Section 2. For a
given P c Sand r ~ 0, define

P1(r) = {SE S: d(s, S\P) > r},

P1(r)= {SES: d(s, S\P)~r},

P2(r)= {sES:d(s, P)<r},

P2(r) = {SE S: d(s, P) ~ r},

where d(s, rP) = 00. These four sets P;(r), P;(r) are transformations of the
set P. It is shown later that these transformations preserve certain proper­
ties of P. If PeS and Q=S\P, then, clearly, P2(r)=S\Q1(r) and P2(r)=
S\Ql(r). Since d(·,P) is Lipschitz continuous by (2.1), we conclude that
P;(r) is open in Sand P;(r) is closed for i= 1, 2. We now explore the
properties of these sets.

PROPOSITION 3.1. Let Pcs. Then int(P)=P1(O) andc1(P)=PiO). IfS
is convex and r > 0 then the following holds.

(a) int(Pt(r))=Pt(r). Hence Pt(r)=cl(Pt(r)) if Pt(r)=cl(int(Pt(r)).

(b) P2(r)=cl(P2(r)).

Proof The first statement is simple to prove.

(a) If P=rP, the result holds. Let P¥-rP. Since Pt(r) is open in Sand
Pt(r):::J Pt(r), we conclude that int(Pt(r)):::J Pt(r). Now suppose that
tEint(Pt(r)). We show that tEPt(r). There exists 0<p<r/3 such that
f5(t, p)nScPt(r). Let E= {UEX: Iu-tl =p}, E'=EnS, and 0<t:<r/3.
Then 2p<r-t: and E'cPt(r). If S= {t}, then P=S and, hence, Pt(r)=S
and t E Pt(r). Now suppose there exists S in S with s =I' t. Then, by con­
vexity of S, the line segment joining sand t is in S. Hence E' =I' rP for all
sufficiently small p. We now establish the following equalities for small p:

D( t, P+ r - t:) n S = U{D(u, r - t:) n S: u E E}

=U {D(u,r-t:)nS:uEE'}.

The first equality follows from D(t,p+r-e)=U {D(u,r-t:):uEE}
which holds because p < r - e. To show the second equality, let
s ED(u, r - t:) n S for some u in E. Then Is - tl ",:; lu - t[ + Is - u[ < p + r - t:.
By convexity of S, the line segment L joining t and s in S. If Is - tl ~ p,
then there exists v in L such that Iv - tl = p. Then vEE' and \s - vI =
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Is - tl-Iv - tl < r - B. Hence s E D(v, r - B) n S. If, on the other hand,
Is - tl < p, then let xE E' i' ¢> as seen above. Then we have Is - xl <
Is-tl+lt-xl<2p<r-e. Hence sED(x,r-e)nS. Thus the equalities
have been proved. Now by the definition of P1(r) we have that

~ D(u, r - e) n (S\P) = ¢> for all u in E'. Hence, by the above equalities,
D(t,p+r-e)n(S\P)=¢>. Since e is arbitrary, we have d(t,S\P)~

p+r>r and tEP](r).

(b) Let Q= S\P. Then F2(r) = S\ Ql(r) and P 2(r) = S\ Ql(r). Now the
required result follows by applying (a) to Q.

The proof is complete.

The following example shows that the condition of convexity on S
in the above proposition cannot be dropped. Let S = {O, 1} e Rand
P= {O}. Then P 1(l)=¢>, F1(1)=int(P j (I))=P, P 2(l) = cl(P2(l)) = P, and
F2(1) = S. The following theorems show that the transformations Pi(r) and
Fi(r) of P preserve the "shape" and certain characteristics of P. In the
proofs, we first establish the properties of the distance function d and using
them establish those of Pi(r) and Pi(r). It is seen in Section 7 that the
transformations Pi(r) and Pi(r) retain certain properties of P in a normed
vector lattice. It is easy to show that if P is convex, star-shaped, or
absolutely convex, then so is cl(P). For a proof of this fact when P is
convex see [17, Theorem 2.23].

THEOREM 3.1. Let PeS and Pi'¢>. Denote d(s,P) by d(s). (It is
Lipschitz continuous by (2.1).) Let x E P.

(a) Assume Sand P are star-shaped relative to x. Then d(s) is a
star-shaped function of s in S relative to x, i.e.,

d(x + A(S - x)) <M(s), SE S, 0< A< 1. (3.1 )

If Sand P are balanced relative to x, then (3.1) and the following (3.2) hold:

d(s)= d(2x ~ s), SES. (3.2)

(b) Assume Sand P are convex. Then d(s) is a convex function of s
in S, i.e.,

d( AS + (1 - A) t) <M(s) + (1 - A) d( t), S, tES, O<A< 1. (3.3)

If Sand P are absolutely convex relative to x, then (3.3) (and, hence, (3.1)
since d(x) = 0) and (3.2) hold.
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Consequently, the sets, P2(r) for r >°and P2(r) for r ~ 0, are non-empty
and star-shaped, balanced, convex, and absolutely convex (relative to x when­
ever appropriate) in the four respective cases under consideration. (Note that
P2(r) = P2(r) = S for all sufficiently large r.) If r > 0, then P2(r) = cl(P2(r»
holds in (b) and also in (a) if S is convex.

Proof We prove the result when Sand P are star-shaped; the remaining
cases are similar. Suppose s E S. Then given B > 0, there exists t E P such
that Is - tl < d(s) + B. Hence, for 0< A~ 1 we have A Is - tl < Ad(s) + B.

Since P is star-shaped, x + A( t - x) E P and, hence,

d(x + A(S - x» ~ I(x + A(S - x» - (x + A( t - x» I= A Is - tl ~ Ad(s) + B.

Thus (3.1) holds. To show that P2(r), r>O, is star-shaped, let sEP2(r).
Then d(s) < r. By (3.1) we have d(x +A(S - x» ~ Ad(s) < r for °~ A~ 1.
Hence, X+A(S-x)EP2(r) and P2(r) is star-shaped. Similarly, ]52(r) is star­
shaped. (The convex case also appears in [23].) The last statement follows
from Proposition 3.1. The proof is complete.

Since cl(P) = ]52(0), by Theorem 3.1, we may conclude that cl(P) is
respectively star-shaped, balanced, convex, and absolutely convex (relative
to x whenever appropriate) if P has these attributes. If S is convex then let
aff(S) denote the smallest affine set or linear variety containing S. Let Po
and So denote, respectively, the interior of P and Sin aff(S). We state the
following result without proof. Compare with [17, Theorem 2.23] or [22,
Lemma 3.1]. Note that int(P) in [22] is different from int(P) in this
article.

PROPOSITION 3.2. Let PeS, where P and S are convex. If s E int(P) and
t E cl(P), then AS + (1 - A)t E int(P) for 0< A~ 1. Consequently, int(P) is
convex. Furthermore, if int(P) =1= ¢J, then cl(P) = cl(int(P» and int(P) =1= ¢J if
and only if Po =1= ¢J.

THEOREM 3.2. (a) Let PeS where P and S are convex and P is open
in aff(S) or PeSo. Assume Po =1= ¢J. Denote d(s, S\P) by e(s) and
sup {e(s) : s E P} by m. Then m > 0. Also e(s) is a concave function of s on
cl(P), i.e.,

e(As + (1- A)t) ~ Ae(s) + (1- A) e(t), s, t E cl(P), °~ A~ 1.

Consequently,for r < m, the sets PI (r), r ~ 0, and ]51 (r), r > 0, are non-empty
convex subsets of P with ]51(r) = cl(P1(r» for r > O. (These sets are empty
for all sufficiently large r.)
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(b) Let S = x {[aj , bj ]: 1~j ~ n}, with aj < bj, be a compact
rectangle in Rn

. Let P = x {Ij : 1~ j ~ n} be a rectangle in S, where Ij
is a sub-interval of [aj' bj] and length(Ij) > 0 for all j. Then for
r<min{length(IJ: 1~j~n}/2, the sets PI(r), r~O, and ]51(r), r>O, are
non-empty rectangles in P with P t(r)=c1(P I(r))for r>O.

Proof The proof for (a) is as in [22, Sect. 3]. The last equality in (a)
follows from Proposition 3.1(a), since, by Proposition 3.2, we have PI(r) =
c1(int(PI(r))) for r>O. Part (b) is obvious. The proof is complete.

We now introduce two more conditions on II.

D3. There exists e > 0 such that if P Eiland int(P) # 1, then for every
o< r < e, ]51 (r) E II.

D4. There exists e > 0 such that if P Ell then for every 0 < r < e,
]52(r)EII.

LEMMA 3.1. (a) Condition D3 implies D1.

(b) Condition D4 implies D 2.

Proof We prove (a); the proof for (b) is similar. Let e> 0 and denote
the epsilon in the statement of D3 by eo. Let 0 < r < min {e, eo}. Suppose
that s, t ES with Is - tl < rand P' E Il; with int(S\P') # 1. Then
P=S\P'Eil and int(P) #1. Since r<eo, by D3, ]51(r)EIl, and if
Q' = S\]5I(r), then P' c Q'. Clearly Q' E Il; and u(P', Q') ~ r < e for all s, t
and P'. Thus D1 holds. The proof is complete.

LEMMA 3.2. Assume C2' holds. Then D3 (resp. D4) implies that for
some e> 0, PI (r) E Il (resp. P2(r) E Il) for every 0 < r < e whenever P Ell
(with int(P) # ~ when D3 holds). In particular, these conclusions hold under
C2 or C3.

Proof With e>O as in D3, let <>,,=r+(e-r)/(2n). Then r<<5"+1 <
<>" < e and <>" -+ r. Hence, P I(r) = U" PI (<>,,) and PI (r) E II. The proof for
D4 is similar. The proof is complete.

Conditions D3 and D4 may appear to be too strong, but they apply to
our examples and, hence, are sufficient for our purpose. Nevertheless, more
general workable conditions may also be introduced.

4. BEST ApPROXIMAnON FROM A NON-CONVEX CONE K

In this section we identify a best approximation to f in C and an LSO
when K is non-convex. The corresponding problem for f in B and cone
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K' c B was introduced in Example 4.3 of [22]. The preliminaries presented
in the previous sections enable us to develop the continuous case here.

For AcS, we let pi(A)=n {PEll:AcP}. If Cl holds, then clearly
pi(A) E II. We collect some properties of K in the following lemma.

LEMMA 4.1. (a) If Cl holds, then K (K') is a closed cone.

(b) If C 1 and C3 hold, then K (K') is a closed convex cone.

(c) IfkEK (resp. K'), then k+rxEK (resp. K')forall real rx.

(d) If Cl and C2' hold, then kE K (K') if and only if {k < rx} E II for
all rx.

Proof The proof involves some elementary arguments and an applica­
tion of the following inequalities for functions k n , k, and h. If Ilkn - kll =
15 n--+ 0, then {k ~ rx} = n n {kn~ rx + 15 n}. Also, {k +h~ rx} = UIi { {k ~ P} n
{h~rx-P}}, {k<rx}=Un{k~rx-l/n}, and {k~rx}=nn{k<rx+l/n}.
The proof is complete.

PROPOSITION 4.1. (a) Assume C1 and D 1 hold. Let f E C and define

fO(P)=inf{f(t): tES\P}, PEll, (4.1)

J(s) = sup{f°(P): PE II, SE S\P}, SE S. (4.2)

Then J E C, and it is the greatest K-minorant of f (It is also the greatest
K'-minorant off)

(b) Assume C 1, C2', and D 1 hold. Then h in K is the greatest
K-minorant offin C if and only if

{h < rx} = pi{f< rx } for all real rx. (4.3 )

Proof (a) Using Cl and a proof as in Proposition 4.3 of [22], we
may show that JEK' and is the greatest K'-minorant of f (Note that the
framework of [22] is slightly different from that of this article.) Hence if we
show that JE C, it will follow that J is the greatest K-minorant of f To
show continuity, let e>O. Then there exists p>O such that If(u)- f(v)1 <
el2 whenever u, v ESand lu - vi < p. Again, by Dl, there exists 15 > 0 such
that if Is - tl < 15 and P' E II; with int(S\P') of.,p, then for some Q' E II;
with P'cQ' we have a(P',Q')<p. Now suppose that s,tES and
Is-tl <b. Then by (4.2), there exists PEll with SEP'=S\P such that
J(s) ~fO(P)+ e12. Note that P' E II;. First assume that int(P) of.,p. Then,
we can find Q' E II; with P' c Q' and a(P', Q') < p. Let Q = S\Q'. Then
QEll and tES\Q. Hence f(t)';3fO(Q). If UEQ'\P'=P\Q, then by the
definition of a, there exists vE P' = S\P such that lu - vi < p. We then have
f(u) ';3 f(v) - e12. It follows that fO(Q) ';3 fO(P) - e12. Hence J(s) - J(t) ~
p(P) - fO(Q) + el2 ~ e. If int(P) =,p, then fO(P) = inf(f) = e, say. Hence
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](s) ~ e+ e12. Also for all t E S we have ](t) ~ e as may be easily verified.
Consequently, f(s) - ](t) ~ e. A symmetric argument establishes that
I](s)- ](t)1 ~e. Thus]is continuous.

(b) By Lemma 4.1(d), {h<a}EJI for all a. Suppose h=]is the
greatest K-minorant; then h ~ f and {h < a} :::J {f < a}. Since {h < a} is in
JI, we have {h<a}:::Jpi{f<a}=P, say. Suppose SES and h(s)<a. If
SES\P, thenfO(P)~h(s)<o:.Hence there exists tES\P withf(t)<a, a
contradiction to the definition of P. Hence s E P and (4.3) holds. Conver­
sely, if (4.3) holds for some h in K, then {h <a} :::J {f< a} for all a and
hence h ~ f If k E K and k ~ f, then {k ~ a } :::J {f~ a} and hence {k ~ a} :::J

pi{f~a}. We conclude by (4.3) that {k~a}:::l {h~a} for all a and hence
k ~ h. The proof is complete.

We remark that a result similar to Proposition 4.1(b) may also be estab­
lished for Example 4.3 of [22]. Recall the definitions of the maximal and
minimal best approximations from Section 1.

THEOREM 4.1. Assume eland D 1 hold. Let fEe and] in C be the
greatest K-minorant off Then J'(f) = J(f) = Ilf - ]11/2. Also I' =] + J(f)
is in C and is the maximal best approximation to f from K or K'. Further­
more, III' - h' II ~ 2 Ilf - h II for all f, hE C. The operator T: C ~ K defined
by T(f) = I' is an LSO with c( T) = 2. If a best approximation is unique then
it equals] + J (f).

Proof By Proposition 4.3 of [22] and subsequent discussion there, we
have J'(f) = Ilf - fII/2 and I' =]+ ,d'(f) is the maximal best approxima­
tion to f from K'. By Proposition 4.1,] is continuous. It follows that I' is
also the maximal best approximation from K and ,d'(f) = J(f). By Lem­
ma 4.1 (c) and Proposition 4.1 (a), K satisfies the first two conditions stated
in Section 1 of [22]. Hence, the next two assertions of the theorem concer­
ning LSO follow from Theorem 2.1(a) of [22]. (We conclude c(T) = 2 by
the example on S = [0, 3] given in [19, p. 78], since the framework of this
section applies to that example.) The last assertion concerning uniqueness
follows because the unique best approximation must equal the maximal
best approximation. The proof is complete.

Immediately below we illustrate applications of the above results to
approximation problems. We use the set transformations developed in
Section 3.

EXAMPLE 4.1. Approximation by continuous functions with star-shaped
(resp. balanced) level sets.

Let SeX be compact and star-shaped (resp. balanced) relative to some
x in S. Let Q consist of all subsets of S which are star-shaped (resp.
balanced) relative to x including r/J and S. Let K be the set of all k in C
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such that {k::S;; a} E Q for all a. We find a best approximation to f in C
from K.

We first transform the problem to our earlier framework by defining II.
Indeed, let n = {P: S\P E Q}. Clearly, Q satisfies Cl and C3, and hence so
does II. By Lemma 4.1 (b), as applied to Q, we conclude that K is a closed
convex cone. Since C3 implies C2', Lemma 4.1 (d) shows us that k E K if
and only if {k < a} En for all a or, equivalently, {k ~ a} En for all a.

LEMMA 4.2. Condition D 3 applies to II.

Proof If PEn, P #- S, and int(P) #- <P then Q = S\P is non-empty and
star-shaped (resp. balanced). Hence, by Theorem 3.1, Q2(r) is non-empty
and star-shaped (resp. balanced) for all r > O. Since Pt(r) = S\Q2(r) as may
be easily verified, we have that PI (r) E n for all r > O. If P = S then PI (r) =
S E II. The proof is complete.

We conclude by Lemma 3.1 that Dl applies to II. Note that Dl does not
apply to Q and hence n was introduced. Since K is defined by the sets of
the form {k ~ a} instead of {k::S;; a}, symmetric versions of Proposition 4.1
and Theorem 4.1 apply. In particular, we replace f there by [which is the
smallest K-majorant ofJ, inf (resp. sup) by sup (resp. inf), let f' = f - L1 (f),
and reverse the strict inequalities in (4.3). -

We revert to this problem in Section 6 and show that the application of
condition C3 does not strengthen the results.

EXAMPLE 4.2. Approximation by continuous functions with rectangular
level sets.

Let S = x {[ai' hj ]: 1 ::S;;j::S;; n}, where aj < hj , be a compact rectangle in
R n

• Let n consist of all rectangles contained in S including <p and S. Clearly
Cl and C2' apply and K is a closed cone. Again, if PEn and int(P) #- <p,
where P = x {Ij: 1 ::s;; j ::s;; n}, then length(Ij) > 0 for all j, as may be easily
seen. Hence, by Theorem 3.2(b), Pt (r) is a non-empty rectangle for
sufficiently small r. Thus D3 and hence Dl hold. We conclude that
Proposition 4.1 and Theorem 4.1 apply.

We remark that the framework of this section, and hence Proposition 4.1
and Theorem 4.1 also apply to the problem of approximation by
continuous quasi-convex functions on Rn considered in [22] extended to a
vector space.

5. DECOMPOSITION OF A NON-CONVEX CONE K AND
CHARACTERIZATION OF A BEST ApPROXIMATION

In this section, under certain conditions on the non-convex cone K, we
decompose it into convex cones K x , XES so that K = UKx , and use this
decomposition to characterize a best approximation and its uniqueness.
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Recall the definition of IIx from Section 2. Define

K, = {k E C: {k ~ 0: } E IIx for all real 0: }, XES,

K', = {k E B: {k ~ o:} E IIx for all real o:}, XES.
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The following lemma is immediate; proof of part (c) is similar to that of
Lemma 4.1(b) and (d).

LEMMA 5.1. (a) KAresp. K',) is the set of all kin K (resp. K') such that
k(x)=min{k(s):sES}. Also, K=U {K,:XES}.

(b) If C 1 and C2 hold, then IIx is closed under arbitrary unions and
intersections.

(c) If Cl and C2 hold, then K, (resp. K~) is a closed convex cone.
Furthermore, k E K, (resp. K'J if and only if {k < o:} Ellx for all 0:.

(d) IfkEK, (resp. K',), then k+O:EKx (resp. K~)for all 0:.

Lemma 5.1(a) gives the promised decomposition of K. We point out
that, in general, K' # U {K',: XES}. For f in B, we let

L1 x = L1 Af) =inf{ Ilf - kll : k E K,},

L1', = L1~(f) = inf{ Ilf - kll :k E K',}.

Clearly, L1', ~ L1 x and L1(f) = inf{ L1 x: XES} since K, e K', and K = UK,.
Define

U"I = n{P E IIx : s E p},

V,.s=U {PEIIx:sES\P}, s#x,

= ,p, otherwise.

Condition Cl (resp. C2) implies that Ux,s (resp. V,.s) is in IIx . Clearly
Ux.s = US.X" For fin C, let

Y= {YES:f(y)=min{f(s)}},

Z=n {PEII: YeP},

y* = {s E S:f(s):s; min {f(s)} + 2,1(f) },

z* = U {P Ell: Z e P e Y*}.

Since f E C, we have Y #,p. Condition Cl (resp. C2) implies that Z
(resp. Z*) is in II. It will be seen later that z* # ,p.
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PROPOSITION 5.1. Assume C 1 and C2 hold. Let fEB and define

JAs) = inf{j(t): tES\V",,},

fAs) = sup{j(t): tE U"s},

SES,

SES.

(5,1)

(5.2 )

Then Ix and fx are in K~ and are, respectively, the greatest K>minorant and
the smallest K>majorant of f with Ll~, = Ilf - !,11/2 = Ilf - fxll/2 =

IIIx - Ix 11/2, Also, Ix + Ll', and Ix - Ll ~ are, respectively, the maximal and
minimal best approximation to f from K'" A g in K~ is a best approximation
to f if and only if fx - Ll ~ ~ g ~ Jx + Ll',. Furthermore, g is unique if and only
iffx - Ix = Dfor some J ~ 0 in which case J = 2Ll', and g = fx - Ll~ =!, + Ll'"
(Both Ix and Ix may be characterized by statements similar to Proposi­
tion 4.1(b).)

Proof Lemma 5.1(b) shows that Proposition 4.4 of [22] is applicable
to K~. We conclude that Ix and Ix are respectively the minorant and
majorant as stated. These observations and Lemma 5.1 (d) show that K',
satisfies all the three conditions stated in Section 1 of [22]. Then
Theorem 2.1 (c) of [22] gives the required results. The uniqueness
statement is established in the remarks following Theorem 2.3 of [22].
The proof is complete.

In what follows, we let inf{j(s): s E S} = e for convenience.

LEMMA 5.2. 1~ e,fx ~ e = lAx) for all XES.

Proof These results follow at once from (4.1), (4.2), and (5.1). The
proof is complete.

LEMMA 5.3. Assume C1, C2, and D 1 hold and f E C. Then

Y c Z c cl(Z) c {f = min(/)} c Z* c Y*.

Proof The conditions imply that Z, Z* E nand 1 is continuous by
Proposition 4.1. If y E Y then f( y) = e. Since by Lemma 5.2, e~1~ f, we
have that I(y) = e. Hence Y c {f = e} = P, say. Since PE n, we conclude
that Y c Z c P. By continuity off, P is closed and cl(Z) c P. Now let s E S
and I(s) = e. Since Ilf - 111 = 2Ll(/), we have f(s) ~I(s)+ 2Ll(/) = e +
2Ll(/). Hence SE y* and Pc Y*. But ZCPEn and hence PcZ*c Y*.
The proof is complete.

PROPOSITION 5.2. Assume C1, C2, D 1, D2 hold for II. Let f E C.

(a) For each z in Z, Iz is continuous and Iz = J It is the greatest
Kz-minorant of f for all z in Z. For each x in S\Z, I~ Ix and Ix is the
greatest K~-minorant off
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(b) The set {Ix: XES} is equi-continuous. For each x in S, [, is the
smallest K,-majorant off Furthermore, [, is a continuous function of x in
the norm topology for C; i.e., if y --+ x, then II[r - [, II --+ O.

(c) For all x, y in S, the following holds: A', = A x = II!, - j, 11/2,
IAx-A,1 ~ II!,- Jr11/2, and IAx-A,1 ~ 11[,- £,11/2. Also Ax is a continuous
function of x.

Proof We use Lemma 5.2, the notation (4.1) and 8 = min(f) frequently
in this proof.

(a) Let s, XES. By e2, Vx,s E ilx. Since s E S\ V,,\, by (4.2) and (5.1)
we have J(s) ~ fO( Vx,s) =JAs), if s ¥ x. By Lemma 5.2, we conclude that
J(x) ~ fAx). Thus J~I,. In particular,f~ lz for z in Z.

We now show that J = Jz for z in Z. Let z E Z. As shown above
f(s)~JAs)~8 for all s in S. Hence if SES and f(s)=8, then f(s) =
JAs) = 8. Now suppose that s E Sand J(s) > 8. Define Q =
{tE S:](t) <J(s)}. Then, by Lemma 4.1(d), QEll. Also by Lemma 5.3,
2 c Q. Again since s E S\ Q and z E Q, by the definition of VZ.S' we have
Qc Vz,s' We conclude that JAs)~inf{f(t):tES\Q} =fO(Q). Now if
t E S\Q, then, by the definition of Q, we have f(t) ~ J(t) ~ J(s). Hence
fO(Q)~J(s) and JAs)~J(s). We have now shown that lz=.f Since, by
Proposition 4.1,fis continuous, so isJz' Now, by Proposition 5.1']z is the
greatest K>minorant of f and it is continuous. Hence Jz is the greatest
Kz-minorant of f Again, by Proposition 5. t, !" x E S\2, is the minorant
as stated.

(b) Given c > 0 there exists p > 0 such that If( u) - f( v)1 < c when­
ever Iu - vi < p. By D2, there exists <5 > 0 such that if Is - tl < <5 and PEn"
then for some Q E ilt with pc Q we have a(P, Q) < p. Now let x, s, t E S
with Is - tl < <5. Then since P = Ux.sE ilS' there exists Q E ilt with Pc Q
and a(P, Q) < p. But since x E Q, U"t c Q. If u E Q\P, there exists v E P
such that lu-vl <p and, hence, If(u)- f(v)1 <c. We then have by (5.2)

[At) ~ sup{f(u): u E Q} ~ sup{f(v): VE P} + c =[As) + c,

for all x. A symmetric argument completes the proof of IfAt) - fAs)1 ~ c.
Thus {fx} is equi-continuous. By Proposition 5. t, f, -is the- smallest
K>majorant off and it is continuous. Hence it is the smallest K,-majorant
of f Now since U"s = Us." we have [As) = f,,(x) for all x, s. Hence equi­
continuity of {Ix} implies that [, is a continuous function of x.

(c) By Proposition 5.t, A', = Ilf - j,11/2 = II!, - j, 11/2 and j, - A', is
the minimal best approximation to f from K'. Since f, is continuous by (b),
we conclude that A:, = A,X" Since Ax = Ilf - !,11/2 and Ay = Ilf - Jy 11/2, using
the triangle inequality, we have IAx-Ayl ~ II!,- JJ/2. The proof of the
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last inequality is similar. The continuity of Ax follows from (b). The proof
is complete.

We now state our main results of this section. We let A' = A'(f) and
A = A(f).

THEOREM 5.1. Assume conditions CI, C2, D1, and D2 hold. LetfEC.

(a) Extremal best approximations and errors. For all z in Z*,

A' = A = (1/2) Ilf - fll = 0/2) Ilf - fzll = (1/2) Ilf - fzll. (5.3)

f +A is the maximal best approximation to f from K. Each fz - A for z in
Z* is also a best approximation to f from K; in fact, it is the minimal best
approximation from K" andfz - A c:f + A. The above conclusions hold when
K and Kz are replaced by K' and K~ respectively.

(b) Characterization of best approximations. A g in K (resp. K') is a
best approximation to f from K (resp. K') if and only if there exists z in Z*
such that fz - A C: g c:f+ A.

COROLLARY. A C: A z = A ~ with equality holding if and only if z E Z*.
Furthermore, Z* is compact.

Proof (a) We first establish the results for K and K z. By
Theorem 4.1, f is in K, A = (1/2) Ilf - fll, and f + A is the maximal best
approximation. Suppose first that ZEZ. Then, by Proposition 5.2(a) and
(c), we havef=fz and A~=Az' Hence, by Proposition 5.1, we find that

A = (1/2) Ilf - fll = 0/2) Ilf - fzll = (1/2) Ilf - /zI1 = A~ = A z·

Since fz is continuous by Proposition 5.2(b), we conclude using the above
equalities and Proposition 5.1 again that fz - A is a best approximation
and is, indeed, the minimal best approximation from K z • Furthermore,
fz-A c:fz+A =f+A.
- Now suppose that ZEZ*\Z. We first show that Ilf - fzll =2A. If SE Y*,
thenf(s) - 2A C: min {f(s) } = 8. Also,fAs) ~ 8. Hence 0 C:f(s) - fAs) C: 2A.
Now suppose SES\Y*. We assert thatfz(s)=f(s). Let PEIIwith SES\P.
If Y n (S\P) #~, then by (4.1) we have fO(P) = 8 and, hence, fz(s) ~
8 = fO(P). If Y n (S\P) = ¢J then YeP. But, by Lemma 5.3, Y c Z*.
Hence, by C2, we have Q = P u Z* E II. Since s ES\ y* c S\Z* we have
that s ES\Q. Also ZE Q and hence Q c Vz,s' Then

fAs) = fO( Vz,J ~ fO(Q) ~ fO(P).

Thus fz(s) ~ fO(P) for all P in II with s ES\P. Hence fz(s) ~ f(s) and, by
Proposition 5.2(a), fz(s) = f(s). It follows that 0 C:f(s) - fAs) = f(s)­
f(s)C:2A. We have thus shown that Ilf - fzll C:2A. Now A C:Az=A~ by
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Proposition 5.2(c). By Proposition 5.1, we have 2A~= Ilf - rll =

Ilf - fz II ~ 2A. Hence lif - r II = 2A. Again, by Proposition 5.2(b), fz is
continuous and we conclude that r-A is a best approximation. By
Proposition 5.1, it is the minimal best approximation from K z • Now,
Propositions 5.1 and 5.2(a) show that Iz - LI ~fz + LI ~f+ LI.

We have established above that for all z in Z*, LI = III - Izi1/2 and
fz - LI ~f+ LI. Since Iz ~I~ f this gives 2L1 ~ Iz - f~ Iz - I~ O~ We con-
clude that II f - fz II = -2L1 and (5.3) is proved. - -

The proof for K' and K~ is similar to the above.

(b) Suppose g in K or K' satisfies Iz - LI ~ g ~f+ LI. Then, since
fz - LI and f + A are best approximations,- we conclude that g is a best
approximation. Conversely, suppose first that g in K is a best approxima­
tion. Then, since K = UK x , we have that g E K z for some z in S. By
Lema 5.1(a), g(z) ~ g(s) for all s in S. Also I(s) - A~ g(s) ~/(s) + A for all
s in S. Hence if y E Y, then f(y) = 8 and f(z) - A ~ g(z) ~ g(y) ~f(y)+A.
We conclude thatf(z)~8+2L1, i.e., ZE Y*.

To show z EZ* assume to the contrary that Z E y* \Z*. We assert
that there exists tES\Y* such that Yn(S\Vzt)#,p. To the contrary
suppose that for all s in S\ y* we have Y c Vz,s' Then since Vz,s En
we have Z c Vz,s' Let A = n {Vz,s: s ES\ Y*}. Since s ES\ VZ.S' we have
Z cAe Y*. Again, since A En by condition Cl, we find that Z cAe Z*.
This is a contradiction, because for all s in S\ Y*, Z E Vz,s and hence
Z E A. We have thus established the assertion made above for t. It follows
by (5.1) that fAt)=/O(Vz,t)=8. Since tES\Y* we have l(t»8+2L1.
Thus f(t) - fAt) > 2L1. Now Proposition 5.1 shows that III-gil ~ LI~ =
(1/2) Ilf - fz II > A. Thus g is not a best approximation, a contradiction. We
conclude that Z EZ*. Now (a) shows that fz - LI ~ g ~f+ LI. The above
arguments also establish the first statement of the corollary. The second
statement follows from the first, since by Proposition 5.2(c), Ax is a
continuous function of x on compact S.

Now let g in K' be a best approximation. Then III-gil = LI and
g~ f +A by Theorem 4.1. Let g denote the lower semi-continuous
envelope of g defined by

g(s) = min {g(s), lim inf{g( t): t ~ s} }.

It is easy to verify that {g ~ a} = nn cl {g ~ a + lin} for all a. By Proposi­
tion 2.1 (b), n is closed under the closure operation on sets. Since
{g ~ a + lin} is in n, its closure is in n. Now Cl ensures that {g ~ a} is
in n. Thus gE K'. Since g is lower semi-continuous, a minimizer Z of g
exists. Then gE K~. Also, by continuity of f, we have III - gil = III - gil =
A = LI~. Thus it is a best approximation from K' and K:. The corollary now
shows that Z E Z*. By (a), we have f - LI ~ it ~ g. The proof is complete.
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V v•y c Y for all y in Y.

Uy,y c Y for some yin Y.

{y} E II for some y in Y.

g is unique if and only if f E K (resp. K'), and then g = f

y=z.

YE II.

If we define subsets in II using parameters, then Z* may be determined
by adjusting the values of the parameters so that it is the largest set in II
contained in Y*. This is illustrated in Examples 5.1 and 5.2. Note that V"s
is the smallest set in II containing s.

THEOREM 5.2. Uniqueness of best approximations. Assume conditions
C1, C2, D 1, and D2 hold. Let f E C and g denote a best approximation to
f from K (resp. K'). Then the following (a)-(c) hold.

(a) The following three statements are equivalent.

(i) g is unique.

(ii) fz - I = J for all z in Z* and some J ~ O. (In this case J = 2,1
and g = I +A= fz - A for all z in Z*.)

(iii) Iz = I for all z in Z* and a best approximation from K z (resp.
K~) is unique for each z in Z*. (In this case, g is also the unique best
approximation from K z (resp. K~).)

(b) Suppose that whenever P E II, P is closed, and s E S\P, there exists
Q E II such that Q is open in S, Pc Q, and s E S\Q. Then g is unique if and
only if cl(Z) = Z* and a best approximation from K z (resp. K~) is unique for
each z in Z*. (In this case, g is also the unique best approximation from K z
(resp. K~).)

(c) In the following, statements (iHv) are equivalent and (vi)
implies (i).

(i)

(ii)

(iii)

(iv)

(v)

(vi)

Proof (a) (See the remarks following Theorem 2.3 of [22]). Suppose
that (i) holds and ZEZ*. Then by Theorem 5.1(b), g must equal both
fz - A and I + A. Hence fz - I = 2,1 = J and (ii) follows. Now, assume (ii)
holds and Z E Z*. Then /= fz - 2,1. By Proposition 5.1 and the corollary to
Theorem 5.1, we have IIIz -=- fz II =2,1 z=2,1 or Iz ~ fz - 2,1 =! Hence, by
Proposition 5.2(a), Iz=! Now by (ii), g=I+A=fz-A and hence g=
Iz + A = fz - A. It follows from Proposition 5.1 that g is the unique best
approximation from K z (resp. K~). Thus (iii) holds. Now assume that (iii)
holds and Z E Z*. Since a best approximation from each K z (resp. K~) is
unique, by Proposition 5.1 and the corollary to Theorem 5.1, fz - fz =
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2Ll z=2Ll. We conclude thatfz-f=2Ll or f+Ll=/z-Ll. It follows by
Theorem 5.1 (b) that g is unique. Thus (i) holds.

(b) For convenience let P = cl(Z). By Proposition 2.1, P E Jl. If g is
unique and Z*\P#r/J then let ZEZ*\P. By (5.1), fz(z)=8. Since P is
closed, by hypothesis, there exists Q in II such that Q is open in Sand
ZE S\Q. Then S\Q is compact. Since Y c Z c Q and 1 is continuous, we
have I(s) > 8 for s in S\Q and IO(Q) > 8. Since ZE S\Q, we have by (4.2),
f(z)~/O(Q»8=JAz). This is a contradiction to Jz=J shown in (a).
Hence P = Z*. Now, by (a, iii), we find that g is the unique best
approximation from K z (resp. K~).

Conversely suppose that P = Z*. By Proposition 5.2(a), we have fz = J
for Z in Z. Now Proposition 5.2(b) shows that Iz is a continuous function
of z; hence, we have l = J for all Z in P = Z*. -It follows by (a, iii) that g
is unique.

(c) We denote Us.s by Us for convenience. Assume (i) holds. If g is
unique then Ll = 0, and by (a), Iz - f = 2Ll = 0 for all Z in Z*. By
Lemma 5.3, J(z) = 8 if ZE Z. Hence, fAz) = J(z) = 8 for all z in Z. It follows
by (5.2) that I(s) = 8 for all s in Uz. Hence Uzc Y for all z in Z. Since
ZE U

Z
, we have Zc Yand hence Z= Y. Thus (ii) holds. Since ZEII, (ii)

implies (iii). If (iii) holds, then by the definition of U .. , we conclude that
Uy c Y which is (iv). Clearly (iv) implies (v). If (v) holds, then by (5.2) and
Lemma 5.3 we obtain I ..(y) = 8 = f(y). Hence if g is unique then
I .. - J= 2Ll which gives Ll~ O. Thus 1 E K (resp. K') and this implies (i). If
(vi) holds, then U.. = {y }E II which is (v).

The proof is complete.

We remark that the condition stated in Theorem 5.2(b) is implied by 04.
To see this let sand P be as stated in that condition. Then d(s, P) > O. By
04 and Lemma 3.2, Q = P2(r) is in II for sufficiently small r with
0< r < d(s, P). This is the required Q. We now present some examples.

EXAMPLE 5.1. Approximation by continuous functions with level sets
which are rings.

Let X = R n with any norm 1·1 and S = {s EX: lsi::::; r} with r > O. Let II
consist of r/J, S, and all rings, i.e., sets of the form {s E X: .Ie::::; lsi::::; Il},
{SEX:.Ie< lsi <Il}, {SEX:.Ie::::; lsi <Il}, and {SEX:.Ie< lsi ::::;Il}, where 0::::;
.Ie::::; Il::::; r. It is easy to verify that II satisfies conditions Cl, C2, D3, and D4.
Hence, by Lemma 4.1 (a), K is a closed cone and, by Lemma 3.1, D 1 and
02 hold. We apply the results of this section to the problem. Let c =
min{IYI:YEY} and d=max{IYI:YEY}. Then Z={sEX:c::::;lsl::::;d}.
Let also c* (resp. d*) denote the minimum (resp. maximum) value of u
(resp. v) so that {SEX: u::::; Isl::::;v} c Y*. Then Z* = {SEX: c*::::; lsi ::::;d*}.

640/68/1-8
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EXAMPLE 5.2. Approximation by continuous quasi-convex functions on
a real interval.

Let S = [a, b] be a compact real interval. Let II consist of all the sub­
intervals of S including ¢J and S. Note that a subset of S is convex if and
only if it is a sub-interval of S. A function k in C is called quasi-convex if
k(AS + (1- A)t) ~ max{k(s), k(t)} for all s, t in S and all 0 ~ A ~ 1.
Equivalently, k in C is quasi-convex if and only if {k ~ (x} E II for all
real (X [14]. The problem of approximation by bounded quasi-convex
functions was analyzed in [18, 19] by methods of isotone optimization
and sufficient conditions for a best approximation were obtained. In this
section we derive from Theorems 5.1 and 5.2 stronger results including a
characterization of a best approximation when f is continuous. This
problem was considered recently in [24]. The quasi-convex problem on a
compact convex S eRn was considered in [22].

It is easy to verify that conditions C1, C2, 03, and 04 hold for II and,
hence, the results of this section are applicable. Let fEe and 8 =
min {f(s)}. Let c=min{s:f(s)=8} and d=max{s:f(s)=8}. Let also c*
(resp. d*) be the minimum (resp. maximum) value of u (resp. v) such that
f(s) ~ 8 + 2.1 for all s in [u, v]. We then have Z = [c, d] and Z* =
[c*, d*]. Clearly, if XES, then Ux,s= [s, x] if s<x and = [x, s] if s~x,
and Vx.s= (s, b] if s<x and = [a, s) if s>x. We then obtain

JAs)=min{f(t): tE [a,s]}, s<x,

=min{f(t): tE [s, b]}, s>x,

= 8, s=x,

iAs)=max{f(t):tE[s,x]}, s<x,

=max{f(t): tE [x, s]}, s~x.

Also, J= fe. We may now apply Theorem 5.1 to the problem. Clearly
{s} E II for all s in S. Hence, by Theorem 5.2(c), f has a unique best
approximation if and only if f E K. The results in [18, Sect. 4] give us, for
fin C,

.1= Az = (1/2) max{max{f(t) - f(s): a ~s ~ t~z},

max {f(s) - f(t): z ~ s ~ t ~ b} },

for all z in Z*. In connection with Proposition 5.1 (b), we may show that
liAs) - iA!}1 ~ w(f, Is - tl) and Ilix - fyll ~ w(f, Ix - yl), where w(f, <5) is
the modulus of continuity of f

For O(n) algorithms to compute best discrete approximations for this
problem under least squares and uniform norm see [20] and other referen­
ces given there. In the next two examples II is a chain of sets ordered by
inclusion; i.e., if P, QE II, then Pc Q or Q c P.



UNIFORM APPROXIMAnON 103

EXAMPLE 5.3. Approximation by continuous functions with square
level sets.

This example illustrates Theorem 5.2 and shows that Z is not closed in
general, although Z* is. Let X = R2 with norm \s\ = max{\etII, \et21} where
S = (et I' C(2) E X. Let 8 = 15(0, 3) and define E, = D(O, r), E, = 15(0, r), and
F, = E, u {(O, r)}, where r?: 0. Let II consist of the sets En En and F, for
0::::; r::::; 3. Clearly, Cl, C3, 03, and 04 hold. By 04, the condition stated
in Theorem 5.2(b) may also be shown to hold. By Lemma 4.1 (b), K is a
closed convex cone.

Let So = (0, 1) and Si' 1::::; i::::; 4, denote the four corner points of 15(0, 1).
Let f denote the greatest convex minorant (gcm) of the following five
points in R 3

: (so, 0) and (3s i , 3), 1::::; i::::; 4. In other words, f is the largest
convex function on 8 whose graph lies no higher than these five points in
R 3

• It is easy to see thatfis the gcm of the eight points (s;, 0) and (3s;, 3),
1 ::::; i::::; 4. The following may be easily verified: L1 = ~; y = {so}; Z = F1 ;

cl(Z)=Z*=E1 ; y* is the convex hull of (~,2), (-~,2), (-~,-1), and
(~, -1); and f + .1 is the unique best approximation. Thus Z is not closed
but Z* is. Again, statement (ii) of Theorem 5.2(c) does not apply and we
have verified that f defined above, which is not in K, has a unique best
approximation. Now definefas follows: On E 2,fequals the gcm of (Si' 0)
and (2s i , 3), 1::::; i::::; 4; on 8\E2 it equals the smallest concave majorant of
(2s;, 3) and (3s i , 2), 1::::; i::::; 4. Thenfis in C\K and does not have a unique
best approximation, as may be easily seen. This, again, verifies
Theorem 5.2(c) since Y = E1 Ell which is statement (ii) of that theorem.

EXAMPLE 5.4. Approximation by continuous non-decreasing functions.
Let 8 = [0, 1] be a real interval and II consist of sets of the form [0, c),

[0, c], where 0::::; c::::; 1. Then Ct, C3, D3, and D4 hold and K is the closed
convex cone of non-decreasing functions. Let f(s) = -2s on 8. Then
g(s)= -1 is the unique best approximation, .1=1, Y={I}, cl(Z)=Z=
Z* = Y* = S. This example shows that statement (ii) of Theorem 5.2(c)
does not apply, and, hence, uniqueness holds even when f is not in K. This
example is considered in the next section in more detail.

6. BEST ApPROXIMATION FROM A CONVEX CONE K

In this section, we identify extremal best approximations and OLSOs
when II satisfies Ct, C3, Dl, and D2. By Lemma 4.1(b), K is then a closed
convex cone. For s in 8, let

Us=n {PEll:SEP},

V,=U {PEll:SE8\P}.

Condition Cl (resp. C3) implies that U, (resp. V,) is in II.
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PROPOSITION 6.1. Assume Cl, C3, Dl, and D2 hold. Let fEC and
define

J(s)=inf{J(t): tES\V,}, SES,

[(s) = sup{J(t): t E U,}, S E S.

Then J E C and is the greatest K- (or K' -) minorant off; f E C and is the
smallest K- (or K'-) majorant off (Both J and [may be characterized by
statements similar to Proposition 4.1 (b.)

Proof It has been shown in Proposition 4.4 of [22] that J and [are
respectively the greatest K'-minorant and the smallest K'-majorant of fin
B. To prove the assertions it suffices to show that J and f are in C when
f is in C. This follows from conditions Dl and D2 as -in the proof of
continuity ofJ in Proposition 4.1. The proof is complete.

Clearly Us = n{U"s: XES} = Us,s and V, = U{V"s: XES}, where U"s
and V"s are defined in Section 5. Hence, by (5.1) and (5.2), we have for all
sin S

J(s) = sup{f.(s) : XES},

[(s) = inf{f.(s): XES}.

THEOREM 6.1. Characterization of best approximations and unique­
ness. Assume C 1, C 3, D 1, and D 2 hold. Let f E C. Then

J'(f) = J(f) = (1/2) Ilf - JII = (/2) Ilf - [II = (1/2) III - JII,

Also J + J(f) and [ - J(f) are in C with [ - J(f) ~J+ J(f) and are,
respectively, the maximal and minimal best approximation to f from K (or
K'). Furthermore, a g in K (or K') is a best approximation to f if and only
if f - J(f) ~ g ~J+ J(f). If f' = (J+ f)12, then the operator T: C --+ K
dejined by T(f) = f' is the unique OLSO with c(T) = 1. A best approxima­
tion g is unique if and only if f - J = (j for some (j ~ 0, and in this case
(j = 2J(f) and g =J + J(f) =[~J(f).

Proof By Lemma 4.1(c) and Proposition 6.1, K (or K') satisfies all
three conditions stated in Section 1 of [22]. The result follows from
Theorem 2.1 of [22]. The uniqueness statement is established in the
remarks following Theorem 2.3 of [22] and uses the characterization of a
best approximation derived there. The proof is complete.

We now remark on uniqueness. Note that the results of Section 5 are
applicable to this problem and, hence, Theorem 5.2 holds. Note that II
satisfies Cl and C3 and, hence, so does II'. It is easy to see that under Cl
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and C3, - K (resp. - K') is the set of all k in C (resp. B) such that
{k ~ iY.} E JI' for all iY.. Hence, the problem of finding a best approximation
to f form K (resp. K') is equivalent to the symmetric problem of finding a
best approximation to - f from - K (resp. - K'). This observation allows
us to obtain results analogous to Theorem 5.2 as follows. We defined sets
K" K'" U"s, Y, Z, Y*, and Z* in Section 5. Analogously, we may define
sets M x ' M:" Wx,n G, H, G*, and H* by replacingf, fl, JI" P, Y, Z, Y*,
and Z*, respectively, by -f, JI', Jl;, P', G, H, G*, and H* in their defini­
tions. Then results symmetric to the uniqueness Theorem 5.2 may be
obtained by replacing the mathematical entities there by their symmetric
analogs and the condition stated in Theorem 5.2(b) by its symmetric ver­
sion. We now present some examples particularly to illustrate uniqueness.
In what follows let 11 denote 11 (f). The proof of the following lemma is
straightforward.

LEMMA 6.1. 0 ~ 11 ~ (/l- e)/2 where /l = max(f) and e= min(f). There
exists a best approximation g which is identically equal to a constant if and
only if 11 = (/l- e)/2 and in this case g = (/l + ())/2.

EXAMPLE 6.1. Approximation by continuous non-decreasing functions.
Let S = [a, b], a compact real interval, and JI consist of all intervals of

the form [a, s) and [a, s], where a ~ s ~ b. Then C 1, C3, D3, and D4 hold
and by Lemma 3.1, Dl and D2 apply. Clearly, K is the closed convex cone
of non-decreasing functions and Theorem 6.1 holds. We investigate unique­
ness in the following proposition. Let /l and () be as defined in Lemma 6.1.

PROPOSITION 6.2. Let f E C\K and g be a best approximation to f Then
the following (a) and (b) are equivalent and imply (c):

(a) g is unique.

(b) f(a)=/l andf(b) = ().
(c) g identically equals (/l + ())/2 and 11 = (/l - () )/2.

Proof Suppose (a) holds; we establish (b). Let b = 211 > O. We assert
that /l- () = b. Since f E C\K and g is unique, by Theorem 6.1, we have
f - J= b = 211 > O. Clearly, Us = [a, s] and Vs= [a, s). Using the definition
of f and f, we obtain from f(s) - J(s) = b the following:

max{J(t): tE [a, s]} -min{J(t): tE [s, b]} =b, S E [a, b]. (6.1 )

For convenience, letf(a)=iY. and f(b) =f3. Then with s=a and b in (6.1)
we obtain iY. - e= band /l- f3 = (5. Hence, iY. > () and f3 < /l. Let y (resp. z)
denote a point at which the minimum (resp. maximum) of f is attained.
Then a < y and z < b. Suppose first that there exists a pair y, z with z < y.
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Then (6.1) with s = z gives J1- 8 = b. Hence, r:x = J1 and {3 = 8 and (b) holds.
Also, Lemma 6.1 shows that J1- 8 = b = 211 implies (c). Now assume that
for every pair y, z we have y < z. This assumption implies that r:x = f(a) < J1
and {3 = f(b) > 8. We shall reach a contradiction. Let y and z with y < z
denote the largest such y and smallest such z. Then 8 < f(s) < J1 for all s in
(y, z). Now (6.1) with s = y and z, respectively, shows that f(s) ~ 8 + b = tJ.

for all s in [a, y] andf(s) ~ J1- b = {3 for all s in [z, b]. Let v be the largest
point in [y, z] such that f( v) = {3. Since {3 < J1 we have v < z. Again since
f(s) ~ {3 for s in [v, b] and f(b) = {3, we obtain from (6.1) with s = v that
max{f(t): tE [a, v]} = J1. Since f(s) < J1 for s in [y, v] andf(s) ~ r:x < J1 for
all s in [a, y], we have reached a contradiction. It is obvious that (b)
implies (a). The proof is complete.

To show that (c) does not necessarily imply (a) in the above proposition
consider the following example: Let S= [0,3] and define f by f(O) =
f(2)= -1, f(I)=f(3)= 1 and by linear interpolation everywhere else.
Then 11 = 1, and[ -11 and] +11, as stated in Theorem 6.1, are two distinct
best approximations.

EXAMPLE 6.2. Approximation by continuous functions with level sets
which are balanced intervals.

Let S = [ - b, b] where b > 0 and II consist of all intervals of the form
( - s, s) and [- s, s] where 0 ~ s ~ b. Then clearly II satisfies C 1, C3, D3,
and D4. Thus Theorem 6.1 holds.

PROPOSITION 6.3. Let f E C\K. Suppose there exist some y, z with
Iyl ~ Izl, wheref(y)=8 andf(z)=J1' Ifa best approximation is unique then
it identically equals (J1 + 8)j2 and 11 = (J1- 8)j2.

Proof Clearly U, = [-lsi, lsi] and Vs = (-lsi, lsi). Then as in the
previous example, [ - ] = b = 211 > 0 gives

sup{f(t): t E [ -s, s]} - inf{f(t): t E [ - b, -s] u [s, b]} = b,

Letting s = Iyl in the above equation, we obtain J1- 8 = O. Then the conclu­
sion follows by Lemma 6.1. The proof is complete.

To show that the condition Iyl ~ Izi in the above proposition cannot be
dropped, consider the following example: b = 2, f defined by f( - 2) = 1,
f( - 1) = 0, f(O) = f( 1) = 2, f(2) = 3, and by linear interpolation everywhere
else. Then g defined by g( - 2) = g(2) = 2, g( -1) = g(l) = 1, and by linear
interpolation everywhere else, is the unique best approximation.

EXAMPLE 6.3. Approximation by continuous functions with polyhedral
level sets.

Let X = R n with Euclidean norm and S c R n be compact convex and
polyhedral. A polyhedral set is defined to be the intersection of finitely
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many closed half spaces; such a set is necessarily convex. Let A be an m x n
matrix and b: R --+ R m be a vector-valued continuous function satisfying the
following for each i:b;(A)<b;(ji) if A<ji and b;(A)--+ ±oo as A--+ ±oo
where b = (b 1, b2 , ••• , bm)' Let n consist of all the sets of the form
{sES:As<b(A)} and {sES:As<b(A)}, where AER. Clearly, the closed
sets in JI are polyhedral and ~, S E JI. It is easy to verify that C1, C3, D1,
and D2 apply. Hence K is a closed convex cone and Theorem 6.1 holds.

EXAMPLE 6.4. Approximation by continuous functions with level sets
which are intervals containing a given point.

We revert to Example 4.1 for the star-shaped case and observe that both
Q and JI in that example satisfy C1 and C3, but the results are weaker than
those in Theorem 6.1 above because D4 or D2 does not apply to JI. To
show that the results in that example cannot be strengthened, consider its
special case when S = [0, 2] and x = 1. Then n consists of all star-shaped
subsets of S relative to x which are intervals containing x, including ~ and
S. Letfon S be given by f(s)=s on [0,1] and 1 on [1,2]. ThenJ(s)=0
on [0, 1], J(s) = 1 on (1, 2], and [(s) = 1 on S. Thus J is not continuous
and the maximal best approximation does not exist.

7. ApPLICATIONS TO NORMED VECTOR LATTICES

In this section, we derive several results for normed vector lattices. We
show that the set transformation developed in Section 3 can be applied to
lower and upper subsets of an order-interval in a lattice. We also
investigate the compactness of order-intervals. We consider an approxima­
tion problem on a lattice and apply results of Section 6 to characterize best
approximations. Throughout this section we assume that SeX is not
necessarily compact unless otherwise stated.

A normed (vector) lattice X is a vector lattice (Riesz space) equipped
with a norm 1·1. The axioms which a normed lattice satisfies are given in
[16,25]. We use the following notation: < for the partial order on X, s v t
(resp. s 1\ t) for supremum (resp. infimum) of a pair of elements s, t in X,
s + = S v 0 (resp. s - = ( - s) v 0) for the positive (resp. negative) part of s,
and s* = s+ + s- for the absolute value of s in X. The norm 1·1 has the
property that lsi <Itl whenever s, t E X and s* < t*. For s, t in X, we some­
times write t >s in place of s < t; also s < t (resp. s> t) means s < t (resp.
s> t) but s # t.

A subset P of S is called a lower (resp. upper) subset of S if s E P and
t E S with t <s (resp. t >s) then t E P. Clearly, P is a lower (resp. upper)
subset of S if and only if S\P is an upper (resp. lower) subset of S. Also,
~ and S are both lower and upper subsets of S. Note that the set of all
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lower (resp. upper) subsets of S is closed under arbitrary intersections and
unions; hence, it satisfies conditions C1 and C3. If a, bE X and a ~ b, then
[a, b] = {s EX: a ~ s ~ b} is called an order-interval of X. It is easy to
verify that an order-interval is closed and convex. A real function f on
SeX is called isotone (resp. antitone) if f(s)~f(t) (resp. f(s)~f(t))

whenever s, t E Sand s ~ t. The proof of the following lemma is simple;
equivalence of (b) and (c) follows because conditions C1 and C3 apply to
lower and upper sets (Lemma 4.1(d)).

LEMMA 7.1. Let f be a real function defined on SeX. Then the following
are equivalent.

(a) fisisotone (resp. antitone) on S.

(b) {f~ a} is a lower (resp. upper) subset of S for all real a.

(c) {f < rt.} is a lower (resp. upper) subset of S for all real rt..

The following lemma is fundamental in establishing certain results in this
section.

LEMMA 7.2. Let S = [a, b] be an order-interval and s, t E S with s ~ t. If
u, VES then there exist x, yES with x~u, y~v and Ix-tl ~ lu-sl,
Iy-sl ~ Iv-tl·

Proof If z=v-(t-s) then z~v~b and Iz-si = Iv-tl. Lety=z v a.
Then a~y~v~b and hence yES. Now y-s=(z-s) v (a-s). Since
a-s~O, we have (y-s)+ =(z-s)+ and (y-s)- =(z-s)- /\ (a-s)- ~
(z-s)-. Thus (y-s)*~(z-s)* and hence ly-sl~lz-sl=lv-tl. We
may prove the other case in a similar manner by letting z = u + t - sand
x = z /\ b. The proof is complete.

If PeS, we denote by int(P) and c1( P) the interior and closure of P with
respect to the relative topology for S.

PROPOSITION 7.1. Let S = [a, b] be an order-interval and PeS. If P is
a lower (resp. upper) set, then int(P) and c1(P) are lower (resp. upper) sets.

Proof To show int(P) is a lower set when P is lower, let s E int(P),
t E S, and t ~ s. There exists p > 0 such that D(s, p) n S e P. Let
v E D(t, p) n S. By Lemma 7.2, there exists u E S such that v ~ u and
lu - sl ~ Iv - tl < p. It follows that u E D(s, p) n S e P. Now since P is
lower, vE P. Again, since v is arbitrary, we have D(t, p) n S e P. Thus
t E int(P) and int(P) is lower. Similarly we may show that c1(P) is lower
when P is lower. Since P is upper if and only if S\P is lower, the results
for upper sets follow from those for lower sets. The proof is complete.
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Recall the set transformations PJr) and Pi(r), i= 1, 2, of PeS defined
in Section 3.

THEOREM 7.1. Let S = [a, b] be an order-interval.

(a) Let Pc S be a non-empty lower (resp. upper) set. Let m denote
sup{ d(s, S\P): s E P}. Then d(s, S\P) is antitone (resp. isotone) on S. Con­
sequently, P 1(r), r~O, and P 1(r), r>O, are lower (resp. upper) subsets of S
which are contained in P with Pt(r)=int(P[(r))for r>O. (p[(O)=S which
is both lower and upper.) Ifint(P)#r/l then m>O, andfor r<m, Pj(r) and
p[ (r) are non-empty.

(b) Let PeS be a non-empty lower (resp. upper) set. Then d(s, P) is
isotone (resp. antitone) on S. Consequently, for all r~O, P2(r) and 152(r) are
non-empty lower (resp. upper) subsets of S containing P with 152(r) =
cl(P2(r)).

Proof We establish (a); the proof for (b) is similar. Let P be lower and
d(s) denote d(s, S\P). We show that if s, tES and s~t then d(s)~d(t). If
d(t)=O then d(s)~d(t). Hence, suppose that d(t»O. Then D(t, d(t))n
S e P. We assert that A = D(s, d(t)) n S e P. If u E A then by Lemma 7.2,
there exists v in S with u ~ v and Iv - tl ~ lu - sl < d(t). Thus
v E D(t, d(t)) n S e P. Since P is lower, u E P, and hence, A e P. By the
definition of d we then have d(s) ~ d(t). By antitonicity of d and
Lemma 7.1, we conclude that Pt(r)= {d>r} and P1(r)= {d~r} are lower
sets for r~O. Since S is closed and convex, by Proposition 3.l(a), we have
P 1(r)=int(15 1(r)) for r>O. (Note that compactness of S is not needed in
that proposition for this result to hold.) For r < m, the sets are clearly non­
empty. The proof when P is upper is similar. The proof is complete.

We remark that by Proposition 3.1 we have int(P) = P 1(0) and cl(P) =
P2(0). Hence Proposition 7.1 also follows from Theorem 7.1. The following
proposition gives a property of the nearest elements.

PROPOSITION 7.2. Let S = [a, b] be an order-interval and PeS be a
lower (resp. upper) set. If s E S\P and there exists an element t in P nearest
to s, then there exists an element u ~ s (resp. u ~ s) in P nearest to s.

Proof Suppose that P is lower and s E S\P. Define u = s /\ t. Then u ~ s
and u E S. Also u ~ t and hence u E P since P is lower. Now
u-s=O /\ (t-s). Hence (u-s)+ =0 and (u-s)- =(t-s)-. Thus
(u-s)* = (t-s)- ~ (t-s)*. We conclude that lu-sl ~ It-sl and, hence,
lu - sl = It - sl since u E P. An analogous proof may be given for the other
case. The proof is complete.
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In the rest of the section, we demonstrate the existence of a normed
lattice in which every infinite dimensional order-interval is compact since
such a lattice makes Example 7.2 more significant. The following simple
lemma provides some insight into the example. A subset of X is called
order-bounded if it is contained in some order-interval [25].

LEMMA 7.3. If in a normed lattice every order-interval is compact and
every norm-bounded subset is also order-bounded, then that lattice is finite
dimensional.

Proof The hypothesis implies that every norm-bounded subset is
relatively compact; i.e., its closure is compact. The required conclusion then
follows by [7, Chap. IV, Theorem 3]. The proof is complete.

By the above lemma, our infinite dimensional lattice must not have the
property stated there.

EXAMPLE 7.1. A vector lattice whose every infinite dimensional order­
interval is compact.

Let X = 11' which is the linear space of absolutely summable real sequences
s = (am) with norm lsi =L max {am' -am} < 00. We define the ordering ~

on X as follows: If s = (am) and t = (13m) then s ~ t if and only if am ~ 13m
for all m. It is easy to verify that X is a normed lattice and, since it is complete,
it is a Banach lattice. Let em be the sequence with unity in the mth position
and zero everywhere else. Then ernE X and IemI= 1.

LEMMA 7.4. Every order-interval [a, b] of X = 11 is compact. Further­
more, if b - a = P'm) ~ 0 and M = {m: Am> O}, then [a, b] is infinite dimen­
sional if and only if M is infinite.

Proof Since [a,b]=a+[O,b-a] and b-a~O, it suffices to show
that J = [0, s] is compact, where s = (am) ~ O. Let sn = (a n.m) be a sequence
in J. Then 0 ~ an.m~ am for all n, m. Now, the well-known Cantor
diagonalization process gives a subsequence tn= (13n,m) of Sn and an
element t = (13m) such that 13n,m -+ 13m for each m as n -+ 00. See, e.g"
[12, p. 220]. Since 0 ~ tn ~ s for all n, we find that t E J and applying the
bounded convergence theorem [6] we obtain Itn - tl -+ 0 as n -+ 00. Thus
J is compact. To prove the second statement of the lemma, define
Urn = a + Amem. Then Urn E [a, b] for all m. Since the vectors Pmem: mE M}
are linearly independent, the required conclusion immediately follows.
The proof is complete.

With reference to Lemma 7.3, we remark that E = {em: m ~ I} gives a
norm-bounded subset of X which is not order-bounded. We now consider
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an approximation problem on a normed lattice and apply the above
results.

EXAMPLE 7.2. Approximation by continuous isotone functions on a
normed lattice.

Let S = [a, b] be a compact order interval in a normed lattice X. As
shown in Example 7.1, infinite dimensional compact order intervals exist;
such intervals make this problem more significant. Given a continuous
function f on S, the problem is to find a best approximation to f from the
class of all continuous isotone functions on S.

Let [J be the set of all lower subsets of S including ¢J and S. As observed
before, II satisfies CI and C3. By Lemma 7.1, K (resp. K') is precisely the
set of all continuous (resp. bounded) isotone functions on S; K (resp. K')
is a closed convex cone. Now, by Theorem 7.1, II satisfies D3 and D4, and
hence, by Lemma 3.1, it satisfies Dl and D2. We conclude that Proposi­
tion 6.1 and Theorem 6.1 are applicable to K (K'). It is easy to verify that
S\ Vs = [s, b] and Us = [a, s] in Proposition 6.1 for this problem. The
following uniqueness result also holds; its proof is similar to Proposi­
tion 6.3. Let f E C\K, and fl and 0 be as in Lemma 6.1. Suppose there exist
some y, z in S with y > z where f(y) =0 and f(z) = fl. If a best approxima­
tion is unique, then it identically equals (fl + 0)/2 and L1 = (fl - 0)/2. The
reader may easily construct an example of f to show that there exists a
non-constant unique best approximation to f when the stated condition
does not hold.
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